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Abstract

In this paper, image deblurring  and deno
blurred  either with Gaussian or motion
by salt & pepper noise. In our algorithm, a disc
immage into two parts. This partition will h

ising are presented. The used images Were
blar and corrupted either by Gaussian noise of
rete wavelet transform is used to divide the
elp in increasing the manipulation speed of

images that are of the big sizes. Therefore, the first part represenis the approximation
coefficients, that a blur is reduced by using the modified fixed-phase iterative algorithm.
While the second part represents the detail coefficients, that a noise is removed by using the

BayesShrink wavelet thresholding method.
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1 Introduction

Digital image processing deals with many
operations such as image COMPIEssion,
image edge enhancement, blurred image
resioration,and noise removal from Images.
Image restoration methods are used o
improve the appearance of animage by
application of a restoration process that
uses a mathematical model for image
degradation. It s assumed that the
degradation model is known or can be
estimated.The idea is to model the
degradation  process and then apply the
inverse process to rtestore the original
image|1].

When noises are found on images, bad
data will be found. It should be noted that
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signals do not exist without noise while
working with data obtained from the real
world. Under ideal conditions, this noise
may decrease 0 some negligible levels,
while in many practical cases, the signal
to noise ratios should be increased fo
some significant levels, that for all
practical  purpeses denoising is a
necessity[2]. Two words must be distingui-
shed , “smoothing ~ and “denoising™.
Whereas smoothing removes  high freque-
neies and retains low frequencies, denoi-
sing attempts to remove Wwhatever noise
present and retain ail signal components
present regardless of the frequency content
of the signal{3].
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2 System Model

The degradation process model consists
of two parts, the degradation function and
the noise function. The general model in
the spatial domain follows[1]:

dr.c)=flr.c) * hir.c) + n{r.c) (1)

d(r.c)=degraded image,where the *
denotes the  convoluiion  process.
h(r,c)=degradaticn function(distortion

operator) , also called the Point-Spread
Function (PSF). . This function, when
convolved with the image, creates the
distortion f{r,.c}= original image, so that
the purpose of ali deblurring and
denoising techniques is to separate the
convolution product in order to restore f
from d. n(r.c)= noise function.

2.1 Blurring Models
The types of blurring are{4,5]:

i. Gaussian Blur
The Gaussian blur can be generated by
the following filter:

~(2+c2) 202

hf(r,c):e B

The number of selected pixels and the
deviation sigma { ¢ )} can be modified in
order to control the Gaussian blurring
degree on the image.

ii. Motion Blur

In motion blur the number of selected

pixels to be shifted and the angle of -

shifiing (9) (shifting direciion) can be
changed[5].

2.2 Noise Models

In the image denolsing process,
information about the type of noise
present in the original image plays a
significant role. Typical images are cotTup-
ted with noise modeled with either a
Gaussian, or salt and pepper distribution
[1.5.6):

i. Gaussian Noise

Gaussiat noise is eveniy distributed over
the sipnal.This means that ¢ach pixel in
the noisy image is the sum of the true
pixel value and a random (Gzussian
distribuied noise value. As the name
indicates, this type of noise has a Gaussian
distribution, which has a bell shaped
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probability  distribution function  given
by[1]: -

ZG{E)=

1 e—({g—m)”ﬁuj)

no’
n

(3)

where g represents the gray leval, m
is the mean or average of the function, and
o is the standard deviation of the noise

r _ .
{c; = variance).

ii. Saltand Pepper Noise

Salt and pepper noise is an impulse
type of neise, which is also referred to as
intensity spikes [1]. This is cansed
generally due to errors in data
transmission. It has only two possible
values, o and b. The probability of each
is typically less than 0.1 .The corrupted
pixels are  set alternatively to the
minimum or 1o the maximum value,
giving the image a “ salt and pepper "
ike  appearance, Unaffected pixels
remain unchanged. For an 8-bit image, the
typical value for pepper noise is 0 and for
salt neise 255, The salt and pepper noisc is
generally caused by malfunctioning of
pixel elements in the camera
sensors faulty memory locationor time
ertors in the digitization process.

3 Wavelet-based Denoising
Algorithm

The general wavelet denoising procedure
is as follows[7]:
(1) Apply wavelet transform to the
noisy image t¢ produce ithe noisy
wavelet coefficients.
(D)Select appropriate threshold limit at
each level and specify the type of threshold
method (bard or sofi thresholding} for best .
removal of noise. _
{Mnverse wavelet transform of the '

fhresholded wavelet coefficients to obtain '

a denoised image.

3.1 Wavelet Thraesholding

Wavelet thresholding is the decomposit-
jon of a data or an image into some
wavelet coefficients, comparing the detail
coefficients with a given threshold value,
and shrinking these cocfficients close to
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zero 1o take away the effect of noise in
the dataDuring thresholdinga wavelet
coefficient js compared with a2 given
threshold and is set to zero if its
magnitude is less than the threshoeld;
otherwise, it is retained or modified
depending on the threshold rule. The
choice of a threshold is an important point
of interest. Tt plays a major role in the
ceduction  or removal of noise in
images because denoising most frequentiy
produces smoothed images, reducing the
sharpness of the image. It is necessary 10
know about the two general categories of
thresholding. They are hard-thresholding
and soft-thresholding types|8].

3.1.1 Hard Thresholding
The hard-thresholding (Tw)  can be

defined as[8]:

T X
o el gr 9

if |z} >¢

In hard thresholding, all coefficients
whose magnitudes are greater than the
selecied threshold value remain as they
are and the others with magnitudes smaller
than or equal are set to zEro.

3.1.2 Soft Thresholding
The soft-thresholding(Ts ) can be defined
as{8l:

Ts- sign{x}] x| - iflx]=e
0 HEIES! A5

In soft thresholding, ali coefficients
 whose magnitude is greater than the
selected threshold value, a signum function
returns the (+1) value when the image
coefficient exceeds the preser threshold,
returns o(0) when it equals the preset
threshold and returns a (-1) when it falls
below the threshold. And the others with
magnitudes smaller than or equal threshold
value are set to zero. In practice, it is well
known that the soft method is much
better and vields more visually pleasant
images. That is because the hard method
is discontinuous and yields abrpt artifacts
in the recovered images{9l.
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(a) (b)

Figure | Shows hard and soft
thresholding:{a)Hard  thresholding, and
(b)soft thresholding(6]

In figure 1 which  represents the
mapping functions of hard and soft
thresholdings, while at first sight hard
thresholding may seem to be natural,
the continuity of soft thresholding has
some advantages. [t makes algorithms
mathematically more tractable [10]. Some
times, pure noise coefficients may pass
the hard threshold and appear as
annoying ‘blips’ in the output. Soft
thresholding ~ shrinks  these  false
siructures[11,12,131.
in fact, since many optimal threshald
values were derived for the purpose of soft
thresholding , it is a common practice t0
simply set the optimal hard threshold value
io be twice that of the optimal sofi
toreshotd - The relationship between the
optimal values of  hard and sofi
thresholding can be defined as[6] :

TH
) -©

T =T x2 AT

So in this paper, soft threshelding will
be calculated and then hard thresholding
can be calculated by applying Eq.(7) .

3.2 BayesShrink Wavelet Thr-
esholding

The goal of this method is to minimize
the Bayesian risk, and hence its name,
BavesShrink.In BayesShrink the thresheld
for each subband will be determined. It
uses soft  thresholding and is subband-
dependent,which means that thresholding
is done at each band of resolution in the
wavelet decomposition. It is  stnoothless

adaptive{14].
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The Bayes threshold, 5 , is defined
as[1,11,14%
s =rr,ffa'f (8

where:
o2 is the noise variance , ando?: is the
image variance without neise. The noise
variance o] is estimated from the
subband HH by the median estimstor
given as follows:

Medmn{]DHH{r.c) ]

d= ,where the pixels

6743
Dufr.c) EsubbandHH A9
From the definition of image corrupted
with noise:

Ay, oy=fr.cx nlr.c) L))

Since the noise and the image are indepen-
dent of each other, it ¢an he stated that:

ol =a§.+aj (D

where o3 can be computed as shown
below:

ot {500 ..(12)
d  RxC reieal

where RxC is the image size.

i

The variance of the image, r:rj computed

as:
o, =\/max (0 -02.00 (13}
Knowing o] and ¢%  the Bayes

threshold can be eomputed from Eqg. (8).
Using this threshold, the wavelet
cocfficients are thresholded at each band.

4 Modified Fixed Phase Ilter-
ative  Algorithm  Recovery

(MFPIA) of Blurred Images

The Medified Fixed Phase [terative
Algorithm{MFPILA), basically depends on
two concepts, one 1s that introduced by
Zho Ren Feng and Zhou Hui in the
fixed phase iterative recovery algorithm of
blurred images which states that the phase
spectrum of the original clear image is
the same as that for the blurred image{15].
The other concept is presented in the
derivation and analysis of Slepin
method{16].
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In this algorithm supposes that there is
no noise effect n(r,c)=0, so that:
d(r.cy= fir,e)* hir.¢) 0s(re) M ..(14)

The (MFPLA)algorithm is caried out by
implementing the following tasks:

(1)For the first iteration , set fo(rc) =
dir.c).

(2)Suppose that p is the time of the
iteration, for the sake of treatment, f,(r.c}
is needed to be converted 1o a 1-D form
filrm) where O<m=<M* by using the vector
transform[ 16].

{(HConvert fy(r) to its frequency domain
representaticn, i. €., magnitude & phase
by using FFT.The length of FFT and FFT
must be bigger than 2M° 1o ensure that

the recovery is done perfectly

Felky= FETLfp(m)) (13}
D(k) =FFT[d(m)}where 0< k <2M? _.(16)
in magnitude and phase forms:

Folk) = Fo(k) | exp[f8g, () ] -£17)
D{k) = D(E) | exp[ j8p(F) ] {18}

{(4)The phase replacing process should take
place here, 1. e,
0a(ky _ 8y (B) (19)

Then the new sequence Fpr {A) is obtaned
as follows:

Foa(&) = F(k)jexpljg (k)] -420)
(5)Now applying FFT te Fon{k), fpr1 (1)
can be obtained, and since fp. () is
a 2M>- point length it must be truncated
inte an M?-point length, that is

fp+1 (M) HE m EIUIE"]-

-~

fp+1 (m) 0

This is the time truncation process.
(6)Using inmverse vector ftransfonn the
BeqUenCe f‘w {m) iz  transformed to
. f'pﬂ{r, c)

{7) The derjvative eperation is performed
by using an edge detection operator {e.g.

M2< m <2M2-1 .,.(21)

Laplacian operator), thus
obtained.

Pl ira) 15
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(Ej The restored image at iteration ptl is
obtained by

fr ey =Fon(no) frdlhe)t (22)

If the restored image quality is not good
the iteration is repeated from step2[16].

5 The Present Algorithm

The present algonithm will introduce to be
able to restore noisy blurred images. It
cen manipulaie  blurring only without
poise, because the noise lies at high
frequencies. The wavelet transform  will
be used to distinguish between the low
frequency components  and high
frequency components and then it is
assumed that there 1s no effect of noise at
low frequencies.

The presented algorithm will be based

on the wavelet transform. Using wavelet -

transform, images are decomposed iato
apptoximation and detail coefficients,
where as the detail coefficient is further
decomposed  into { Horizontal, Vertical,
Diagonal)coefficients , where:

¢ Approximation coefficients (Ag)
represent the Low-Low subband,

» Horizontal detail coefficients {14 o)

- represent the Low-High subband,

e Vertical detail coefficients (Vo)
represent the High —Low subband,
and

¢ Diaponal detail coeflicients (D;)

_ represent the High-High subband.

The effect of blurring can be reduced by
using the modified fixed phase iterative
algorithmm MFPIA While the effect of
noise in the image can also be reduced
by using BayesShrink method. This idea
is realized in our algorithm.

Qur algorithm is represented by the
foliowing steps,and figure 2 shows its flow
chart:

{DDecompose the noisy blurred image

dir.cy=fr,)* hirc) + nire)  .(23)

into subbands [A;, H., V.. D;} using the
2-D Discrete  Wavelet  Transform
(DWT) ,where

A ; Approximation coefficients(EL).

H . Horizontal detail coefficients(LH).

V. Vertical detail coefficients{HL.).

D;: Diagonal detail coefficients(HH).
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The horizental, vertical, and diagonal
coefficients are all called detail coeffici-
gnts.

(2)For the subband of approximation
coefficients, Bq.{23) can be reduced 1o

aLdr,cy= alr,c)*hir,c) (24)

da(r.c):2-D approximation coefficients of
the degraded image ,

alr,¢) : 2-D approximation coefficients of
the original image and

hr,c); 2-D point spread function (PSF).

In Eq. (24), it is assamed that there is no
noise effect in this subband, i.e., alr.c)=0.
A . In the first iteration , after assurmning
n(r.c)=0, set ag (7.6} = dogr.0).

B. Suppose that p is the time of the
iteration, for the sake of treatment ay(r.c) -
should be converted to a 1-D form .
a,(m) where O0<m<M’, with M=R=C by
using the vector transform[16].

(3)Convert ay(m) to its frequency domain
representatmn {i. e. , magnitude and phase
by using FFT). The length of FFI and
FFT! must be bigger than 2M* to
ensure that the recovery is done
perfectly, That is

Ao (£) =FFT (ap(m)) (25}
and

DB=FFT(d,(m)ywhere 0<kM? ...(26)
New Egs.{25)and (26) can be rewritien
in the magnitude and phase forms:

Ay ék) =| Ay {£) | exp( iBap(k)} (27}
aln
Dafk) = DaAk) | expl jOna(k)] . (28)

{(4) The phase replacing process should
take place here, i. €.,

Opaf) .y  Eaplk) S (29

Then the new sequence A+ (£) is obtained
as:

Ap1 (5)= {4 () | expl} Oma(®)] .30

{5) Now applying FET™ 10 Apui(k), apsr (M)
can be obtained, and since apmf{m) B a .
M- pmnt length 1 must be truncated

into an M’ -point length, thai i is '

ap” {m) 0<m <M2-1
&p+1 {m]

0 Mi<m <M1 ..(31)
This is the time truncation process.
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{6) Using inverse vector transform, the
sequence 4, () is transformed to

dpn (7. 0.

(7) The derivative operation is performed
by using an edge detection operator
(e.g. Leplacian operator),thus dg.; (r,¢} is
obtained. M

{8) The restored image at iteration pt+1 is

obtained by

ap1 (r,6) =gy () + dor 6} ..(32)

If the quality of the restored approximat-
ion coefficients of the image is not good
the iterations are repeated from step 2B,
else the restored image without bhwting
repre-

sents the new approximation coefficients.
(9) Far detait coefficients { H ., Ve, D),

A . The thresholding wvalues should be
found to reduce or remove the effect of
poise by using BayesShrink method.

B . The operation in detail coefficients
must be delayed until the complete
iterations for finding the new approxima-
tion coefficients are accomplished.

(10) Reconstruct the recovered image by
applying the 2-D Inverse Discrete Wavelet
Transform {IDWT).

6 Discussion
After image processing (restoration), the
need to know how much the restored
image is compatible to the original image,
in other words whether the restoration
process is effective or not.

i. Objective Fidelity Criteria

These criteria arc  borrowed from
digital signal and information theory and
provide us with equations that can be
used 10 measure the amount of error in
the restored image. The commonly
objective  measures are the Root
Mean Sguare Error (RMS) and the
Signal to Noise Ratio ( SNR ).
The RMS can be defined as[6,17,18]:

RMS—J ! Rfrc-f ( R T
B R={ ;=ﬂ:§ﬂ[‘f r,(.-')—f{r_t)]
(33)

and the SNR can be calculated as[1,19,20,
pARE
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SNR =10log | gire

-1

)

P A CORNICL
.{34)

=1

—

where:

fir.ch is the original image,d(r,c): is the
degraded of imageand f(n.c): is the
restored image.

Another related image quality measure
is the Peak Signal to Noise Ratio
(PSNR), which is inversely
proportional to the RMS, its units are mn
decibels (dB) and is formaily defined
by[6]:

253
PSNR. = 201 _— )
UEW[RMS] (33)

where 255 is the maximum pixel value
for an § bits / pixel gray-scale
image.Clearly, when the original image is
not known, one cannot rely on the above
quantitative fidelity measures. In that case,
the assessment of the deblurred and
denoised image is done subjectively.
ii. Correlation Factor
Correlation factor {Cor) measures the
similarity between two images and can
b defined as{22]:
$ Sea-NFE-D
Car = Fele=l
& - K £ - mox
[Z EU’ ey YN 2 Ut RN
...(36)

where:
Ar.cy is the original image,and £ :is the
mean of the original image flr.c) that,
. !} RC
= LA37
f Rxcgc}:ﬂﬂh‘-’-’) (37}
F(r.c): is the restored image,and f : is the
mean of the restored image 7ir.¢) that,
= 1 E £ n
= , ..(38
fmmiieo G8)
“pc” tepresenis  the pixel location R:

height of the two images, and C: width of
the two images.

7T Resulis
The  application of  the presented
algorithm  will be tested. The images
under test will be blurred by two types of
blurrings:
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Figure 2 : A flow chart of our algorithm
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Lena Original image

Cat Oriin magc

o

City Original image

Figure 3 Shows the original images “Lena”, “Cat” and “‘City”

1. Gaussian blur.

2, Motion blur.
And also with two types of noise as:

1. Gaussian noise.

2. Salt and pepper noise.
Specific images used are selected with
(512 » 512) pixels spatial resolution and
used as the gray-scale typeln our
algorithm 2 levels.Discrete  Wavelet
Transform (DWT) is used to decompose
the images using Daubechies filter of
order(8) denoted as * db& ". These
filters are found to be appropriate for
excellent restoration for all images[8].
The images are degraded with Gaussian
blur where the value of {o) will be
chosen equal to 2 with the number of
selected pixels = 3 and then with the
number of selected pixels =7. Motion
blur is also tested with the number of the
shifted pixels = 4 and then with the
number of the shifted pixels =8, both
with shifting angle ©=0, While the
Gaussian noise is imposed with o, =10
and then o, =15. The noise density [§]
for salt and pepper noise is chosen
to be egual to (0.007 and 0.02).
The objective fidelity criteria is used to
find SNR,PSNR and RMS , the
correlation factor is calculated to compare
among the images which were corrupted
(with noise and blurring) and the original
one. Also this factor is calculated to
compare between the restored image and
the original one. The iested images are
“Lena”, “Cat™ and “City”, which are the
original images shown in figure 3. These
itnages are restored by using our algorithm
and hard, soft thresholding.
In Tables [1.2,3 and 4], the first column
contains the name of tested images, the
second column contains the number of
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iterations(Iti.no.) needed, the third column
contains the type of the added noise, and

the forth column is [&,, Jor [s] where:
o, is the standard deviation of Gaussian

noise.

s : is the poise density of Salt & pepper
noise.

The fifth colwnn contains the correlation
factor for the noisy blurred image and
the  original one, while the sixth
column represents the correlation factor
for the restored image and the original
one. The columns from seventh to minth
represent the SNR, RMS and PSNR ,
respectively.

The presented tables, may conclude that
our algorithm has good candidates for
the restoration of noisy blurred images.
All values have SNR,RMS and PSNR
good enough results limited ranges.

8 Conclusion

The main advantages of our algorithm
is the property of less time consuming
process, The deblurring process is not
needed of PSF deformation MFPIA using
DWT will not be iteratived algorithm
because the best results will be obtained
for one iteration only Finally,our algorithm
can reduce both noise and blurring from
images corrupted with high noise, while
all standard methods cannot reduce both
noise and blur from images only if the
amount of noise is very small.

The future work of this paper can be
directed to use the wavelet package instead
of DWT and reduce the effect of blurring
by using the MFPIA first and then the
Diserete Wavelet Transform to reduce the
effect of noise.
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Table 1 The objective Tesults of Lena, Cat and City images using the prfascnted
algorithm , the blurred Gaussian with values ¢=2and the number of selecied pixels=3,
{A) Using hard thresholding, (B) Using soft thresholding.

(A)
Correlation arrelation SNR PENR
i fel. B Gy fhenor of nisy factor oF restored i RMS in
Iiage n. naise ors f— image ab db
l Oaussian L1t 0.3504 097177 2.27 1030 2787
& 1 Caussian 15 0.3413 0.0739 21.6! 11.17 27.17
~ & 1 Sandpepner 0.007 0.34%1 00808 2311 AL 25,71
1 Saltd panmer 107 0.3214 092 Z1.18 1173 26,71
I Caussian 10 0.3697 0907 23,79 17,32 30,84
=g ] Cimussian 15 03617 542 2351 956 § 2852
| 1 Saltd pepper 1.007 03678 12.9803 2563 07.47 366
[ Saltépepper 102 0.3523 0.9513 ] 10.33 TS
L Ciaussian 12 03406 {.3R5¢ 20,66 10.71 27.54
2y 1 Gaussian 15 0 328 09608 20.06 1053 J| 3690
“ E 1 Saltépepper 0007 B3%75 0.9622 20,34 10,86 2741
1 SaltSpepper .02 (3148 00548 10.3] 12.32 26.32
(B)
Mame , Type a com':ﬁ““ Correlation SNR FSNR
ol :::’: of H r“t;.l';:r ;}ﬂlﬁ}' facior of restored ia RMS in
image nulse ors image Image db db
1 Faussian 141 0.3504 0.9777 #2.37 1030 2787
- I Cimustian 15 0.3313 05739 2161 1117 | 2117
~ B 1 Saltpepper 0.007 01,3481 05805 2311 0541 2871
1 Safuk.peppar .02 {13314 9702 2118 1178 26,1
i Craussiam 10 03697 Q.9907 FEE 0737 0,84
. B ] Gnssidr 15 0.3617 19842 23.51 =l
3 B 1 Salt&pepper 0.007 013678 [OETE 15.63 07.47 30.56
1 Saltdmenner 042 03523 [ETTE 2251 1633 27.85
L Gaussian 1 0.3400 0| 0650 20.66 10.71 27.54
EY ] Cigussian 15 0.328] 5608 20,08 1153 26.51
v E 1 Saitd pepper 0T .3375 6.9622 20,24 1086 2141
1 Snll& papper 0.02 03148 09548 1951 1232 26,32

Table 2 The objective results of Lena, Cat and City images using the presented
algorithm , the blurred Ganssian with values =2 and the number of selected
pixels=7, {A) Using hard thresholding, (B) Using soft thresholding.

(A)
Name Correlutivo Correlation SNR P
of by Tﬁfpe Gy f“*:ll:::d"”? factor of restorad in RMS gf:“
image ) rodse ors image image dh dir
1 Gaussian 1] 013449 L9753 22.06 10,63 2761
2 i 1 Graussian L5 EELE] 03713 2145 1145 1 2661
- B E Salti:pepper 0.007 0.3426 0.9738 FIN T
[ Saltbpepper ooz 0,3246 11,9666 089 12.29 26.34
1 Gaussian T 113696 0.9387 25.00 o808 § 3001
.- 1 Clavssian L5 1.3600 0.0854 23,54 0018 || 2457
v B 1 Sali&pepper 0.007 01,3654 .9854 2393 03,03 LT
1 Saltdpepper .02 0.399% 0| 9758 2239 1056 § 273}
1 Gaussian 0 03338 2624 20.44 1104 2723
&% 1 Gaussian 15 03216 iy 9570 1550 1189 | 26.65
UE 1 Snlld pepper i+ 607 3314 0,958 .0 i1,53 26.01
[ Salt&pepper .02 0,3077 0.9501 1933 1271 2609

. _ ... ]
Basrah Journal for Engineering Science/No.2 /2010 2010 [ AG el dgualeht o ool 8 padi e




99

LA
! .
®) o

Correlaticn ton SNR PSNR

N:Tt It Tzlru g, I:n:l;:llr of noixy IlefuT:.mtmd in RMS in

im oe. onlpe or s urred image ~ dh Adb

g image

I Graussian 10 D348 D975} 22.06 1083 || 2761
=5 [ Gaussim 1% 03355 E 2143 1145 § 26.61
25 1 Salugpepper [ 0.007 013426 09743 21.37 .02 | 2129
1 Saft&popper 0.42 13246 01,0656 2049 1220 || 2634
_ 1 Cipussjan 10 13676 T 25 00 08.06 | 3061
- A Gaussien it 03600 05854 23.90 0513 | 2887
«~ H [ Saluk pepipa 0007 0.3654 0.9854 2333 09,13 2852
1 Saltkpepper || 0102 0.3496 .9785 2239 1099 | 2731
1 Gaussian ] 03398 00624 2044 1L § 2733
ot 1 Gaussian 15 03216 0957 19 8% 1169 || 2665
=N} I Seh&peppsr | 0007 03314 0.05E3 20,00 1153 || 2651
I Salt&pepper 012 03077 09501 19,33 1271 | 2606

Table 3 The objective results of Lena, Cat and City images using the presented ajgorithm ,
Motion blurred with the number of the shiftedpixels =4, and  the shifting angle 9=0.
{A)Using hard thresholding (B)Using soft thresholding.

(A)
. . Correlation . .
S e | 1 e, | soeremay S EOSR o § R
inmage o polse ors ﬁ:“:rg:d image . db db
1 Giaussian 10 0.3437 FET 22.58 0965 [ 2818
=h 1 Gaussian 15 03404 09750 2184 . | 108 | I
2B i Sallk peneer 0.007 0.3474 0,950 T CE EEX
] Sall&pepper 0.02 03296 0.9 2126 1168 | 2674
1 Craussian - 0.3696 0.5842 24,06 04.93 29.12
=4 i aussian 15 03624 0 2630 23119 axaz N 2500
| 1 Subt&pepner 0.007 L3671 3856 25,36 0773 3037
1 Sakdpepper 0.02 03572 0.9835 23.44 0973 | 2831
1 (e 10 0.3409 0.9852 20,57 1079 [ 2747
E ] 1 Caussian 13 03289 08550 1898 - | 1ts3 || 2682
B 1 Sall&pepper 0.007 0.3378 0.9636 20.46 1054 | 1735
1 Saltg pepper 0.2 03162 0.9%41 19.49 1234 | 2620
(B)
{Carrelalign
N::'“ 16. T?:}E Ty factor of nolsy racﬁ-r;;’:::;m SE:R RVS H;T:R
image ne. naise ors T]::;d image dh db
1 Geussian 10 {.3407 0.074¢ 22 3% (X 28.1%
] E. [ Giaussian 15 03404 (15750 2].84 10,86 2741
o 8 1 Salt&pepper 0.007 37 {+ 5500 12.94 01954 28.54
1 Salt&peppar .02 03296 097 2126 1168 || 2678
_ 1 Gaussian 1] 0.3609 (0.0R62 24.06 08,93 26.12
') 1 Gaussian 5 f.3624 0.9830 2319 - | oo 2820
8 B [ Salté.pepper 0.007 10,367 0,985 2536 - 0773 | 3037
1 Salt&pepper 0.0 0.3522 0.0B35 2344 09.79 2831
1. Giapssian 1 {3409 0.9832 237 101 2747
=¥ 1 (hanssian 15 0.3229 (9599 1298 1163 26.82
oK ! Saltd:pepper £.007 0.337% 0.9636 20.46 1084 || 2735
1 Salu&peppes 0,0z 362 0.954] 15,45 12.34 26,30
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Table 4 The objective results of Lena, Cat
algorithm , Motion blared with the pumber

and City images using the presented
of the shiftedpixels =8, and the shifiing

angle 6=0. (A)Using hard thresholding,(B)Using soft thresholding.

(A)
Correlation TR

NT:I:E Tl TL'“ Gy Eactor “L’:;'"‘f raeﬁzrgiﬁ:nd Sin RMS PSEI:R

Innge ua- noise ors bfl; oe imuge v db
[ (RLSSH i 0.3427 05721 21.60 1122 i3
X 1 Gaussian 15 1333 1.2 7E 2100 [HS 2645
E Kz L Saltepepper 0.007 3, 3390 [ 98U 2121 P17 2611
1 Salidpenper D02 {3226 00632 20351 1288 2593

1 Giaussian 10 03652 0.9825 3.0 1602 § 281
e B 1 Grussian 15 0] 3605 09754 22.39 gy § 2730
S g Y Salpepres | 0007 03658 09570 3441 0865 || 294l
1 Saltfpenper .02 3513 09802 266 1063 § 274l
1 Giausaien 10 03344 0,9577 1052 1173 | 2873

i b 1 Gaussian 15 13722 0.9522 1941 1241 26,21
CE | Salu&pepocr 0.H7 D318 T 19.42 1244 || 2623
1 Sall&peppit .02 0.085 (19453 ED 1520 | 2546

(B)

Narae i, Type G rﬂf‘:;"ﬂ';ﬁ‘;g? Correlation SNR PSNR

) of no. of L plwrred fatlm‘_o{ reatored in RM3E in

image waise ars imuge imape b dh
i Gassian 1 b.3417 09721 210 1123 | 2313
2 & 1 GRugsiEn 15 01,3351 01 G TE 2109 1200 § 2648
a4 B L Saltd peppcr 0,007 03199 0.9607 2121 1173 B 2671
1 Salupepper .02 0.3226 {9632 20.51 1288 | 3593
i Gaussian T 03682 0 9525 23,09 02 | 2811
= 1 GAuESian 15 03605 0.9 7239 1082 11.30
. E ! Saltdpopper 0007 0.3658 0.5870 2441 065 || 2941
1 Saltépeppe 0,2 0.5513 0.5802 2166 ngs | 2741
1 Craussian 18 0.3344 09577 19.92 1173 || 2678
P 1 Guussian 15 03232 09522 19.41 1251 § 2621
U E 1 Rk papper .00 033118 0.9571 19,42 1244 26,23
1 Saltfpepper )02 113085 09485 1591 1328 | 2566
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