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Abstract:

In the present paper, we study some application properties of the approximation for the sequences M,‘ff (f;x)

and B,f’f’ﬁ (f; x). These sequences depend on the arbitrary (but fixed) parameters «, 8 and y. Here, we study the

Y

effect of these parameters on tends speed of the two families of operators M,‘f,'f(f ;x) and By f (f; x) and the
CPU times which are occurring on the approximation by a choosing fixed n.
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Mursaleen and Asif khan, they studied
approximation properties of g-Bernstein—Shurer
operators and they found the error estimate. In addition,
they proved graphically the convergence for f by these
operators. [6]

Gupta introduced and studied a generalization of the
Baskakov —Durrmeyer operators. This generalization
are defined as:

For x€ [0, ), vy =1,
By (f3%) = 220 Prjey () f by (£) F(£)dt
+ Pn,O,y(x)f(O)

where P, ., (x) and b,, . ,,(t) as defined as:

Prpy (%) =— R 0k
nky r( k+1)T(§) ' (1+y x)($)+k
¥ G okt
b t)=—rka _ UF 1.2
nk,y ( ) I‘( k) r (ﬁ) (1+y x)($)+k+1 ( )

Then, he introduced modification of
Baskakov operators using weight functions of Bate
base functions depend of parameter y, and getting
some results concerning Baskakov operators from
them approximation theorem, rate of convergence,
weighted approximation theorem. [1], [2]

We define (a, B, y)- Baskakov operators

1- Introduction

The classical Baskakov operators (L, ) of
bounded continuous functions f(x) on the interval
[0, o), which defined as: [3]

Suppose that

Pri(0) = (FDFE o (),

The n-th order of classical Baskakov is defined as:

(Ln F)() = B Pase®) FC, (1.1)
wheren € N,x € [0,b],b > 0.

The article proved the Korovkins' conditions for the
convergence of Baskakov operators. [4]

Berens and Suzuki were studied the classes for
continuous functions with compact support and getting
some results concerning bounded continuous functions.

81, [9]

Bernstein polynomials and Szasz-Mirakian
operators are the especial cases of Baskakov operators
considered by May. [7]

In recent years, some applications had been
done for sequences of linear positive operators by use
Maple programs.

Sharma was studied the rate of convergence of
g-Durrmeyer operators and he used maple programming
to describe the approximation for two sequences of
operators. [5]

M,f’f (f; x) in this research, we prove the Korovkin
conditions for the operators M,'ff (f;x) and
By (f; x).
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Theorem (2-1) (Korovkin Theorem):

For x€ [0, «), f € [0,1]and by applying
Korovkin Theorem on the operator M,‘if’f(f; x), we
have:

1. Mf;f (1; x)=1
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Proof:

The operators M,‘f_‘f are well define on the
function 1, t, t2,t™ we obtain.
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In this paper is an application study to the
sequences M“B( P X), B“ﬁ( ;X)) and L,(f,x) onthe

3
two test function f(x) = ? — 7 + Ex’ f@) =
sin(10t) exp(—3t) + 0.3 to show that the effect of the
parameters (a,3,y) in the sequences M“B (;x),

B,‘if(.;x) on the tends speed of approximation .The
results which are done are describe by the graphs of the
test function and the approximations of the sequences
M,‘ff(.;x), B,‘ff(.;x) and L, ( f,x). In addition, we
give some tables of the CPU time which are occurring
on the approximation of the test function by a choosing
fixed n.

2- Construction of the Operators {M (f,x)}

In this part, we introduce the operators
M“f ( f,x) and state some of their properties.

Definition 2-1

Letf € [0,1],x € [0,00),k € N® =
{0,1,2,..} for some 0<a<pB, and n€N =
{1,2,...}.The(a, B,y)- Baskakov Operators in
special case i.e. y =1, = B = 0 is reduce to the
operators (1.1).

The  will-known (a,B,y)- Baskakov

operatorsMnyB, (a,B,y)- Baskakov Kantorovich

operators B Wlth two parameters a and g with 0 <
a<f on two test function f(x) and investigated
convergence and approximation properties of these
operators, such as defined:

o (F(0,2) = S Pry (D (155) @)

k+1

BRP (F(0); %) = 035 Pasey " f(O)AE  (2.2)

Where
I‘(E+k) 164 x)k
Poiy (x)=—7L—x . .
nky r( k+1) r(;) 1ty x)(7)+k
3 2
fE) == -+ 2x (2.3)
f(t) = sin(10t) exp(—3t) + 0.3 (2.4)

The following theorem help us to study the
Korovkin conditions for convergence for two

operators M,‘ff By £,
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3- Numerical Example

Here, we give a numerical example for the
approximation of operators M“B(f x) for different

values of the parameters a, 3,y by take the two test
functions on [0, 1].

f@=%-2142x 2.3)
f () = sin(10t) exp(—3t) + 0.3 (2.4)
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Theorem (2-2)
(e, B, y) —Baskakov Kantorovich operators)

The following equation hold:
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Figure (3.1)

Approximation test function f(x) by MZ:,’f( f,x)forn =150




3-1The CPU time

The following table is explain the CPU time
for the operators M,‘ff(f,x) , L,(f,x) by test
function (2.3), where n=50. We found the best CPU
time introduced by L,,( f,x ) by using the same
test function f.

Figure 3.1, explains the tends speed of the
operators M,‘f,f(f,x) by first test function (2.3),
when the values n=50, y =1 fixed, such as if n
increases tends speed of M,‘f_f(f,x) will fail in
application, and take variance values of the a, S,
such that 0 < a < f we get the best tends speed by
M,‘f"f(f,x) to approximating the test function
when a = 0.5, 8 = land y = 1.In addition, the
M,‘f"f(f,x) operators is returns to the classical

operatorsL,( f,x) wheny =1,a =0, =0.

Table (3.1)

Explains the CPU time for n = 50

The sequence Y a B CPU time
My (f,x) 05 1 12.125
L,(f,x) 1 0 0 11.07s
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Approximation test functionf(x) by M;‘:ﬁ( f,x)and Bﬁ:,’f(f, x) forn = 100




3-2 The CPU time

The following table is explain the CPU
time for the operators M,‘ff( fix), B,”l‘,‘yﬁ( f,x)
where n = 100. We found the best CPU time
introduced by B,‘if( f,x ) by using the same test
function f .

Figure 3.2 explains the tends speed of
(o, B,y)- Baskakov operators M,‘ff with(a, B,v)-
Baskakov Kantorovich operators B,‘ff by first test

function (2.3),when take the values n = 100,y = 1
and take variance values of the a, 8, such that 0 <
a < B wegetthebestcaseisa=1land g =1.

Table (3.2)

Explains the CPU time for n = 100

The sequence y A B CPU time
M,‘f:}’f( f,x) 1 1 31.26S
Bg:}lf( f,x) 1 1 1 28.48S




Now we will test the second function (2.4) on the same two sequence of operators with the same steps as above.
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Approximation f(x) by Mﬁ;]’f(f,x ) forn =50




3-3 The CPU time: The following table is explain
the CPU time for the operators M,‘iff( fix),
L,(f,x) by test function (2.4), where n=50.

Table (3.3)

Explains the CPU time for n = 50

The sequence Y a B CPU time
MyE(fx) 0.5 1 4.71s
L,(f,x) 1 0 0 4.78s
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Approximation test function f(x) by M,‘:,'f( f,x)and Bﬁjf(f, x) forn =100




function(2.4),where n = 100. We found the best
CPU time introduced by M,”{_‘f(f,x) by using the
same test function f .

3-4 The CPU time

The following table is explain the CPU time

for the operators M,‘f_f(f,x) , B,‘ff(f,x) by test

Table (3.4)

Explains the CPU time for n = 100

The sequence Y o B CPU time
Mﬁ;{f (f,x) 1 1 1 4.45S
Bg:)lf( f,x) 1 1 1 19.01S
4- Comparing Between Test Functions
Test function The operaters
Test function (2.3) N - k +
M (F(Dx)= ) Puiy (D (155)
k=0
Test function (2.4) 200 k+
M (F0.2) =) Py (DF(155)
k=0

Test function (2.3)

Bf:j,’f(f(t); x) = nz Py Jka(t)dt
k=0

k+1

n

Test function (2.4)

900 k+1

Bff,’f f@)yx)=n Z Py ﬁ‘T f(odt
k=0 n

Test function (2.4)

The best tends speed of Mf‘,"ff (f(t),x)

Test function (2.4)

The best CUP time for Mf{j,’f (f(t),x) , wheren =100
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5- Conclusions

In this paper, we defined the sequence of a
linear positive operators M,ﬁff( f,x) depends on the

parameters a, 8,y and give some of its properties. In
addition, we made an application of the
sequencesM,‘{f(f,x ), B,‘jff(f,x) to show the
effect of these parameters a,8,y on tends speed
occurs by these operators are betters than all tends
speed of the sequence L, (f,x) , where f is the test
function. We also find a better effect of the
parameters when 0 < o < 8 betters than previous
cases of parameters «, 8, y. Finally, by the applying

the two operators M,‘f_f(f,x), B,‘ff(f,x) we get

the best CPU time introduced by M{'lff(f,x) by
using the second test function.
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