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ABSTRACT

In this article determines the effect of dependence of observations on several multiple
comparison procedures for 3- way crossed balanced model.

1. INTRODUCTION

Independence of observations is considered as one of the standard assumption in the analysis of
variance (ANOVA) which is seldom verified. Some researcher has been devoted to showing that
slight dependence in the form of serial correlation and interclass correlation can quickly inflate the
Type | error rate. Gastwirth and Rubin (1971), Smith and Lewis (1980), Al- Rabeaa (1995), and
Gabbara and Al- Rabeaa (1996 a) and (1996b) have shown that in an experimental design, certain
forms of dependence can quickly invalidate the result of ANOVA. How small correlation can be
induced on the random component of a factorial experiment is shown in Pavur and Davenport (1985)
for adjusting an ANOVA by correcting F statistic for 2- way crossed classification, in Pavur (1988)
for studying the effect on several multiple comparison procedures (MCPs) for 1- way classification, in
Gabbara and Al- Rabeaa (1996) for studying the effect on several MCPs for 2- way nested
classification and in Al- Mouel, Al- Abdulla and Al- Rabeaa ( 1999 ) for studying the effect on
several MCPs for 3- way nested classification.

The aim of this paper is to show that the model for 3- way crossed classification ANOVA design
with a certain correlation pattern can be rewritten as 3- way crossed classification ANOVA design in
which the error terms are independent and the design matrix is multiplied by a constant. With the
model rewritten in this form, the effects of small correlations can be easily determined for several
MCPs. Fisher's Least significant difference, Tukey's honestly significant difference, the student —
Newman - Keuls significant difference, and Scheffe's significant difference are the multiple

comparison procedures for which the effect of correlation is determined.
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2. DEFINING THE MODEL
Consider the 3- way crossed model
Y= XB+e (1)
Where Y is an (abcd x1) vector of observations, X is the design Matrix which is equal to

1a®[Lape i 1pe @l 11 ®1p @1, 1 1 ®lgy 11 @l i 1 OLy @1y 2 lpe ®1 | gpe]

. . 2 . . . 2.
e is a random vector of size abcd:e~N(0, O  V),where V is a correlation matrix and O " is the

variance of each component of observations .Let,

AT e
’(ﬁ7)11!--w(ﬁ?’)bc1(0437)111!---’(05,37)@(:

(0.7t ) (1) ey

such that

ziai:Zﬂj:zkyk:Z(aﬂ)ij:zk(a}/)ik:zk(ﬂy)jk:zk(aﬂy )ijk:O

then
/u:Xﬂ:elabcd +1bcd ®a+1cd ®ﬁ®1a +1d ®7®1ab +1cd ®(0€ )
+(ld ® Ic ®1b ® Ia)(ay)+1d ®(ﬂ7)®1a +ld ®(6¥ﬂ7/)

where 15 is a vector of one and ® denotes the kronecker product of two Matrices . the kronecker

product was defined by Graybill(1969).
3. TRANSFORMING THE MODEL

.(2)

We have Y ~ N(,U,GZV) . (3)
where

Vi=(0-p) s +(Pr= P2 = P3 = Pa+ Ps+ Ps+ P7—Pg)dg ®

laoe + (P2 = Ps = Ps+ Pe)dea ® Ly + (3= Ps — P7 + Ps)

Ja @1, @I, @1, + (o5 — Pg)Ipeg @1, +(py = ps — 7+ Ps)
Jg®lye ® I, +(ps = P)dea @1, ® I, + (07 =) @1, @I, ®
J.+ Ped i) : . : : : . e(4)

1 1, .
M =323s=CThslsand N =1 - My ..(5)

Define S

Now it can be shown that V can be written as
V = ﬂiMabcd +ﬂ2Mbcd ® Na +ﬂSMcd ® Nb ® Ma +/14Md ® Nc ® Mab +/7‘6Mcd ® Nab
+ M, ®N, ®M, ®N, + LM, ®N,, ®M, + LM, ®N,, + LN, R, ...()
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where

ﬂ“l:(1_pl)+d(pl_p2_ps_p4+p5+p6+p7_p8)+Cd(p2_p5_p6+p8)+

bd (0505 — o7 + Py )+ ad (0, — Py — p; + pg )+ bed (05 — py )+ acd (o5 — p5 )+

abd (p; — ps )+ psabed

Ao == p )+ d(ps = Py = Py = Pyt Ps + Po + P7 = Pg) +6d (0, = ps = pg + )

+bd (p, — ps — p + ps )+ bed (5 — p5)

/13:(1 pl)+d(p1_p2_pS_p4+p5+p6+p7_/08)+Cd(p2_p5_p6+p8)

+ad(p, — ps — P + pg )+ acd (o5 — ;)

24:(1 pl)+d(p1_p2_p3_p4+p5+p6+p7_p8)+bd(p3_p5_p7+p8)+

ad (p, — ps — p; + py )+ abd (p; — oy )

As (1 pl)+d(pl_p2_p3_p4+p5+p6+p7_p8)+Cd(/02_pS_p6+IO8)

Ao == p)+d(p, = po = ps = Py + s+ s + Py = py) +bd (03 = ps = py + )

A = (1 p1)+d(,01—p2—,03—,04+p5+p6+,07—p8)+ad(,04—p6—,07+p8)

Ag = (1 p1)+d(p1_p2_ps_p4+p5+pe+p7_:08)
)

A7)

ﬂl, 12,33,14,35,16 ) ﬂq ) ﬂg,ﬂg are positive constants and represent the eigen values of the
correlation matrix V repeated 1,a-1,b-1,c-1, (a-1) (b-1), (a-1) (c-1), (b-1) (c-1), (a-1) (b-1) (c-1),
abc (d-1)times respectively.
Since V is a positive definite Matrix and each of the Matrices
Mabed: Mbed ® Na, Mg @Np @Mg, Mg ®Ne ®Map, Meg ® Nap, Mg ®Ne ® My,
®Ng, My ®Npe ®My, My ® NgpcandNg & ¢

are idempotent and the product of any two is zero Matrix , then there exist a unique square Matrix

1 1
VZsuch that V=(v 2 )?, where

1
Y 1 1 1
V 2 =——=Mgeg +—F—=Mpg @ Ng+——=M¢ ® Ny
A A2 VA3
1 1 1
®Ma+—Md®Nc®Mab +—MCd ®Nab +—Md 8

1 1
ON.OMp ®Ng+——-Mg®Np. ®Mg+—-Mg ® N g
VA7 N

+ Nd®|abc

1
Vo

Now
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1 1 1

V 2Y=V ‘XB+V ‘e ++(9)
1

Y*=v ’XB+e*
such that

1

ut =V 2XB-XB"
1,1 .1 .1 1 1 1 1 | ..-(10)
\/Zea\/zax\/zﬂl 1471\/75(aﬂ)! ],6 (Ot;/), ]17 (ﬂ?/)’\/fs(aﬂy)J

so we can write model (1) as

where g- _{

Y " =XB"+e’ ..(11)

where X is the design Matrix for 3-way crossed balanced model.

1 % 2
Y* =V ‘Y and € “N(O,G |)

4. CORRECTING FOR CORRELATION

Multiple comparison procedures require the form

. MSE o,
Y, - Y, + (factor ) — I 12)
Where the term factor depends on the procedure used and
MsE = SSE Y '(Nd ® 1, )Y ;
dfe abc (d - 1) ---(13)
where dfe is the degrees freedom of error

It can be show that
SSE * Y (N4 ® Iy )Y©

MSE * = =
dfe abc (d - 1)
(L)Y (NG ® Tgp )Y
A4 abc (d -1)

That is

. (1
MSE _(TJMSE L

9

Now multiple comparison procedures testing the following hypotheses
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Ho:ai:ai- S Hl:aiiai-,v i,i'=1,., a,i<i’ ..(15)

Ho:Bj=fy vs Hy:Bj#ppV jii'=L..b j<] ..(16)

Ho:7k =7kr Vs Hyiiyk =#re,V k,k'=1..,ck<k" ..(17)
HO:(a,B )ij :(aﬂ )i’j' VS Hl:(aﬂ )ij ;t(a,b’ )ij,,v i,i'=1,.., a,
i<iand j,j'=1,..,b,j<j ..(18)
Ho (@ )i = (@)ine vs Hylay )y # (@ )gen ¥ 017 =1 a,i <’

and k ,k'=1,..,¢k<k’ ..(19)
Ho:(B7 )ik = (B ) jie vs Hit(Br)jc = (Br)jxen ¥ J.J' =L, j < | and
and k ,k'=1,.,¢c,k<k’ ..(20)

Ho :(eBijc =eBrlijic Vs Hu: (e #(Brkiji, ¥ i =1.., ai<i,jj

~1.., bj<jand k ,k'=1.., ck<k’ ) The

confidence interval for the first testing hypothesis in model (1)written in the form

MSE *
bcd

Now, for the transformed model, (22) becomes

Y -Y, +(factor ) NLSCE

Y.

=Y, +(factor ) (22)

(23)

Define w/, = (Lj(o,..., 01,0,.,0,-1,0,.., 0):w,, L1,
bed

It can be shown that

?I* - ?ij“ = (1Lcd ® Wi,i’)Y = (\/:;—2][ ?I - ?Ij ~(24)

Then substituting (14)and (24)in (23),we get
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Y; -Y. =+./c factor MSE ..(25)

bcd

A, . .
where the constant C, = /1_ represent the correction factor for the hypothesis(15).
9
A3
Similarly we can be found constant Cr = 1 o for the second testing hypothesis can be found by
using the vector.
= 0,. 2 0,-1,0,..,0):w;ir L1
acd prn C8 )W b

So the confidence interval is

= MSE

Y, - Y ~* ,/c, factor ~cd ..(26)
for the third test, define
1
w,. =| —|(,.,010,.,0,-1,0,.,0):w,., L1
v =) w11,

The confidence interval is

= = MSE

Y, -Y . £./c, factor .(27)

Ay . : : o
whereC; = —— . The confidence interval for the fourth testing hypothesis in model (1)

9

written in the form

i — Yy - Y, +Y,, +(factor ) -(28)
No for the transformed model, (28) becomes
Y, -Y; -Y; +Y; = (factor ) -(29)
Define
( j(o ,0,-1,0,.,0):w, L1,and

w;, = (0,.,0210,.,0,-10,.,0):w,, L1,
It can be shown that

Y, -V -Y5 +Y5 =, 0w, @ w,Y"

1 ) _ _ _
_ (\/ZJ(Y”. -V, -Y, +Y, ) .(30)
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Then substituting (14) and (30) in (29), we get
= = = = MSE
Yy -Yy; Yy + Yy £4/c, factor por ..(31)

2’5

Wherec, =

9
Similarly we can be found the constant cs for fifth testing hypothesis by using the vector

Wy, = (%}(0,...,0,1,0,...,0,—1,0,...,0): w,. L1 and

w/. =(0,..,01,0,..,0,-1,0,..,0): w}, L1,

Then the confidence interval is

?i.k. - ?i.k.' - ?i'.k. + ?i'.k'. * Cs factor \/% ( 32)

also for the sixth test, define
Wiy = (17}(0,..., 01,0,.,0,-1,0,.., 0): Wy, L 1. and
al
wj = (0,.,010,..,0-10,..,0) w;j L1

the confidence interval is

_ — — — MSE
Yu =Y =Y +Y 4 £ A/C, factor v ..(33)
27
where C;, = ——
29

Finally the confidence interval for the seventh testing hypothesis in model (1) written in the form

Yie + Yo, = Yo + Yo + Yo = Yo

T(ijk. - Yijk'. -
(factor ) MSE_ .(34)
for the transformed model, (34) becomes
Yo S S Y SY L Y Y Y
(factor ) MSdE * .(35)
Define
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Wiy =%(o,...,0,1,0,...,0,—1,0,...,0): Wi L 1¢

wij =(0,..,010...,0,-1,0,..,0):wj; L1,
wjj = (0,...,0,1,0,...,0,-1,0,...,0): w;;r L1,

It can be shown that

JE—"3 ?* ?* ?* ?* ?* ?* ?*
i T Ve T T T Y T T T e T Ve T Y

= (1'd ® Wi(k’ ® W'jj/ ® Wi’i/)Y*

N

By substituting (14) and (36) in (35), we get

1 |— _ _ _ _ _ _ _
= (—J(Yijkf_ Yijk'. = Yijk. + Yijk. — Yijk. + Yije. + Yijk. — Yi’j'k'.)--(36)

Yijk. - Yijk’. - Yij’k. + Yij'k’. - Yi'jk. + Yi’jk’. + Yi'j’k. - Yi’j'k'.

+,/c, factor ,/Mdi ..(37)

18
where C; = ——
19

5. MULTIPLE COMPARISON PROCEDURES

Table (1) show the factor terms used in several MCPs for the hypothesis (15), (16),(17), (
18),(19),(20),and (21).
Where V equal the error degrees of freedom ; a , b and ¢ as given before ; df; being equal the

treatment degree of freedom , r is equal to the distance between ranked means; the function q ( & | r

, V) represents the student range function with significance level & and acp ( OleW ) represents

comparisonwise (experimentalwise ) error rate .

The performance of standard MCPs , such as LSD, HSD , SSD and SNKr have studied by many
researcher , including carmar and swanson (1973, Einot and Gabriel ( 1975 ) and Dunnett ( 1980 )
. Kirk (1982 )stated that each of the standard MCPs has been recommended by one or more

statisticians .

a de ... . .
In order to compare & and  ° itis assumed that the MCPs are used even if a preliminary F

test is non significant .The SNKr method is a sequential testing procedure and its error rate is neither

a o nor @ ew . The constant relationship between ¢, and acp was given by kirk ( 1982

) as

1-oew Z(:I-_(xcp)S ... (38)
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where s is the number of comparisons being made.

6. EFFECT OF SMALL CORRELATIONS
The correction constants Cy, : h = 1,2,3,4,5,6,7 may be =( or > or <) one . If the correction constant
equal to 1, then no correction is needed to the MCPs, where as if the correction constant > (or<) 1,
then the standard confidence Interval will be < (or >) the confidence Interval that takes into account

the effect of correlation.  For 3-way interaction experiment, wherea=4,b=3,¢c=5,d=2and

QX = 0.05 the factor terms as given (22 ) , without correction , would 2.83 , 3.74 and 4.07 for the
LSD , HSD and SSD procedures , respectively . The SNKr method would have factor terms varying

from 3.74 forr = 4 to 2.83 for r = 2 . To correct for correlation these factor term would need to be
multiplied by +/C |, :h=1,2,3,4,5,6,7 as shown in formula (25), (26), (27), (31), (32), (33)

and ( 37). If one ignores the correlation and uses an & =0.05 , then the true alpha levels are found
as show in the tables (2),(3),(4),(5),(6),(7) and (8) respectively:

7. CONCLUSION

1. Using formula ( 38 ) , it can be seen that these error rates will affect both an and Qe . For

example , if one takes acp = 0.070 for the LSD from table (3 , then by formula ( 38 ) with S = 10,
we have gy, < 0.52 where as under the case of independence , by formula (38) with S =10, we

would have ey, < 0.40.
2. Table (2) ,(3), (4), (5) and (8) show that the true alpha inflate (deflate) when the correction
constant >(or <)1.

3. Table (6 ) and ( 7)) show that the true alpha of the LSD Method deflate when the correction
constant >( or <)1.

4. Small correlation can be amplified by the number of treatments d and these correlation can

thus  easily inflate  the  type I error  rate . For  example

pZ:p3:p4:p5:p6:p7:p8:O’ then C1:l+d1L and if a small
— P

correlation value is assigned to p, (say 0.02 ), then the researcher may assume that the

effect of this small correlation can be ignored , however , the value of C, ford =7 is 1.13
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Factor terms in MCPs

Table (1)

UQQA ..... n%“& DQa ..... nw“& Dca ..... n?“k &Nca ..... nv“& ba ..... nN“& Qn ----- nN“\N Gn ----- nN“\N

(a51v)b (a4 0)b (a<1v)b (a1‘v)b (a51v)b (a51‘v)b (a“‘v)b NS

Ul ot | W oapt | B Dbl Wbt T | wp o | ot | Wk | ass

(ffoqn*“ )b (409 "“0)b (40" )b (1qr<“D)b (49"0)h (1¢°“0)b (4v"“0)b dsH

A\ﬁ&ﬁfm\(m AAB&EVNN AABSEVNN A\—%EVNN A\mﬁ&ﬁfw\, AkﬁnquVNW\/ AknauNVvNW\( as1

Y |t e e | e

_u 0 Ay 0 _¥([p): 0 Chig . 0 “= Al _ “H | sgn

="(go):" | =T | =TUD)H | = gn):
10098 ]
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Table(2): True alpha level of LSD,HSD,SSD and SNKr

Table (3): True alpha level of LSD,HSD,SSD and SNKr
Note: ¢ =0.05,a=4,b=3,c=5,d=2,v=60
Table(4):True alpha level of LSD,HSD,SSD and SNKr

H

N Wb oD WRAO

Note: & =0.05,a=4,b=3,c=5,d=2,v=60
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Table (5): True alpha level of LSD,HSD,SSD and SNKr

Note: ¢ =0.05,a=3,b=2,c=2,d=3,v=24

Table(6): True alpha level of LSD,HSD,SSD and SNKr

Note: ¢ =0.05,a=3,b=2,c=2,d=3,v=24
Table (7): True alpha level of LSD,HSD,SSD and SNKr

1.185 4 0.037 | 0.063 | 0.063 0.063
0.97 4 0.030 | 0.048 | 0.049 0.048
Note: & =0.05,a=3,b=2,c=2,d=3,v=24
Table(8):True alpha level of LSD,HSD,SSD and SNKr

0.064 0.082

0.064 0.082
0.005 0.030
0.005 0.030

Note: o =0.05,a=3,b=3c¢=3,d=2,v=9
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